
● Hybrid Event Object Detector: First hybrid SNN-ANN model for benchmark 
event-based object detection.

● βASAB Bridge Module: Attention-based module converting spikes to dense 
features via ERS and SAT.

● Multi-Timescale RNN: Combines fast SNN and slow DWConvLSTM for 
temporal feature learning.

● Neuromorphic Deployment: SNN blocks validated on digital neuromorphic 
hardware for efficiency.

● We train our hybrid network end-to-end using Prophesee Gen1 and Gen4 
automotive event camera datasets.

● Gen1 (39 hrs, 304×240) and Gen4 (15 hrs, 720×1280) provide annotated 
events for cars, pedestrians, and two-wheelers (Gen4 only).

Efficient Event-Based Object Detection: A Hybrid Neural Network with Spatial
and Temporal Attention 

Soikat Hasan Ahmed*, Jan Finkbeiner†, Emre Neftci
Forschungszentrum Jülich, RWTH Aachen University

Introduction

Overall Network

Event-rate Spatial (ERS) Attention Neuromorphic Hardware Implementation

Spatial-aware Temporal Attention (SAT)

Visual Results

Fast Slow

Quantitative Results

Datasets

● Architecture of the hybrid model featuring an object detection head and an 
SNN-ANN hybrid backbone, which includes the SNN block, the βASAB 
bridge module, and the ANN block. The DWConvLSTM modules and 
dashed blue arrows are specific to the hybrid + RNN variant.

● Channel-wise Temporal Grouping to group together temporally relevant   
features for better temporal understanding

●  Time-wise Separable Deformable Convolution for spatial context, and 
●  Temporal Attention to translate temporal cues into spatial features.

● Computes event rates by summing spikes over the time dimension.
● Normalizes event rates using a sigmoid function to create spatial attention 

scores.
● Uses these scores to weight the SAT module output via element-wise 

multiplication.

Ablation study

● The proposed hybrid model achieves higher accuracy than SNNs and matches 
ANN/RNN models with lower power and latency.

● The SNN-blocks of hybrid model was deployed on Intel's Loihi 2 
neuromorphic chip, leveraging its event-based architecture for 
energy-efficient inference.

● Convolutional weights were quantized at different levels using a 
per-output-channel scheme, revealing negligible accuracy loss.

● Spike dynamics and BatchNorm were fused into LIF neuron behavior for 
efficient deployment, with qscale as the quantization scaling factor and τ as 
the PLIF neuron time constant.

From left to right: Without ASAB, With ASAB, and Ground Truth. The first three columns correspond to the Prophesee GEN1 dataset, 
and the last three to the GEN4 dataset.
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● An in-depth ablation study was conducted for each component of the 
proposed ASAB module, along with various configurations of the hybrid 
architecture.


